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1. Describe asymptotic notations in brief. 
2. State the best, average and worst case complexities of binary search. 
3. Apply quick sort algorithm to sort the list. E, X, A, M, P, L, E in alphabetical order. 
4. Analyze the best, average and worst case complexity of quick sort. 
5. Compare BFS and DFS algorithm with an example graph and denote its time complexities. 
6. Derive time complexity of job sequencing with deadlines .Obtain the optimal solution when n=5, (p1, 

p2,…)=(20,15,10,5,1) and (d1,d2,…)=(2,2,1,3,3). 
7. Obtain the solution to knapsack problem by Dynamic Programming method n=6, 

(p1, p2,…p6)=(w1,w2,…w6)=(100,50,20,10,7,3) and m=165. 
8. Explain how backtracking is used for solving n- queens problem. Show the state space tree. 
9. Describe the algorithm for Hamiltonian cycles and determine the order of magnitude of the worst- 

case computing time for the backtracking procedure that finds all Hamiltonian cycles. 
10. Describe the Travelling sales person problem and discuss how to solve it using dynamic programming. 
11. Use an algorithm for greedy strategies for the knapsack to find an optimal solution to the knapsack 

instance n=7,m=15,(p1,p2….,p7)=(10,5,15,7,6,18,3),and (w1,w2,…w7)=(2,3,5,7,1,4,1). 
12. Apply greedy algorithm to generate single-source shortest path with an example graph. Mention its 

time complexity. 
13. Define spanning tree. Compute a minimum cost spanning tree for the graph of figure 

using prim’s algorithm. 
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14. What is knapsack problem? State knapsack problem formally. 
15. Distinguish Greedy method and Dynamic Programming. 
16. Define spanning tree. Compute a minimum cost spanning tree for the graph of figure using 

kruskal’s algorithm. 

 
17. What is back tracking? Where Back tracking is used to solve the problem. 
18. What is the difference between 0/1 Knapsack problem and fractional Knapsack problem. 
19. Explain the Quick Sort algorithm with an example and also draw the tree structure of the recursive 

calls made. 
20. Explain the Merge Sort algorithm with an e.g. and also draw the tree structure of the recursive calls 

made. 
21. Give the Binary search algorithm and analyze the efficiency. 
22. Write an algorithm of BFS? Also give an example. 
23. Write an algorithm of DFS? Also give an example. 
24. Explain the various criteria used for analyzing algorithms. 
25. List the properties of various asymptotic notations. 
26. What is the average case complexity of linear search algorithm? 
27. Differentiate dynamic programming and divide and conquer. 
28. State the time complexity of bubble sort algorithm. 
29. Apply backtracking technique to solve the following instance of the subset sum problem S = 

[1,3,4,5} and d=11 16 
30. Explain graph coloring. 
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